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Abstract—Modern cellular networks commonly deploy rapid by cellular networks operators translates into an impact of
channel rate adaptation to vary the wireless capacity in resonse packet loss on perceived user throughput thaiasuniformly
to channel conditions while maintaining a fixed target errorrate severe over time. In other words. there are times when a
(typically 1%). Although desirable in terms of throughput for ’
inelastic applications that do not adapt to network conditons, packet lOSS_ dpes not affect the TCP thro“ghp“t- and _he_nce
a low fixed target error rate incurs the expense of significant the transmission power can be reduced without sacrificing
power consumption, especially at high transmission ratedn this  the throughput, leading to improved power efficiency. We
work, we show that elastic traffic, in particular TCP, benefits elaborate more on this with respect to TCP dynamics.
greatly from the perspective of power efficiency when we also ¢l js 4 window-based transport protocol that dynamically
incorporate target error rate adaptation More specifically, TCP . . .
behavior, although sensitive to packet errors, is not unifemly ~ Probes the network for available bandwidth by slowly insrea
s0. When TCP has a small window, it requires extremely low ing the window of transmitted and unacknowledged packets
packet error rates. However, for large windows, especiallvith a and reacts to a packet loss by reducing its window by half.
buffer, TCP can tolerate larger loss rates. The contribution of this  Hence, any packet loss has a severe impact on TCP window
\r/]vork is in conducting a detailed and realistic investigation into ;6 - and possibly TCP throughput. The impact to throughput
ow beneficial target error rate adaptation is for TCP in terms . . .
of reducing power and impact on throughput. Our work differs 1S Most severe at small windows, when TCP has a higher
from past contributions in that we explicitly take into account likelihood of time-outs. However, TCP window size need not
the impact of the buffer and a variable channel. We devise siple  always translate into TCP/application throughput. Spesify,
|t?106| DOYchert-gdaﬁt?tior; policies b_&IStl%d OndTFFI’:PeTlaViOF anddet due to large rate variations on modern wireless channels,
em wi e help of a numerical model. Finally, we presen ;
a detailed investiggtion of our policies using actuyal moguﬂtion network operators typically deplqbarge pgr-gser bufferst
schemes and real channel traces collected on a commercialEl  th€ base-station to absorb transient deviations betwedh TC
DO network. The results show that compared to the existing transmission rate and network capacity. Hence, when TCP has
scheme, our policies save typically abouR0% to 30% power a large window, it builds large queues and thetantaneous
with marginal or no reduction in throughput. TCP throughput is the same as that of the wireless channel.
In such scenarios, a packet loss only results in temporary
reduction in queue length, which if large enough to begitwit
would mitigate instantaneous throughput degradation tohmu
Rapid, sub-second channel aware rate adaptation has legs than50%. Hence, in this regime, TCP is potentially far
come ade factofeature on modern third generation [1] andnore tolerant to channel errors, allowing transmissiorhwit
upcoming fourth generation [2] wireless networks. The MAGeduced power.
and physical layers on such networks support a pre-detetnin  The objective of this paper is to demonstrate that substan-
set of coding and modulation schemes, which translate intqj@ power savings 0% to 30%) can be obtained on the
discrete set of rates. One example is CDMA 1xEV-DO thafownlink with marginal or even no loss in long term TCP
applies a channel-aware transmission policy on the downlithroughput through simple schemes that exploit this aspect
(from base station to device) in a slot-by-slot fashion. lf TCP dynamics as well as the presence of a buffer and a
each time-slot, the mobile device rapidly senses its Sigmalvariable channel. In particular, we show that tiaeget FER
Interference-and-Noise Ratio (SINR), and selects thedsghcan be appropriately increased based on TCP state, which has
suitable transmission rate to receive data that can supporty direct impact on the amount of required transmission power
a priori specified target frame error rate (FER). Hence, thgith minor reductions in throughput. Apart from the obvious
channel rate fluctuates from slot to slot in response to (ﬁlanadvantage of increased energy efficiency, reduction in powe
variations while sustaining the target FER. also has two added benefits:

_ A key aspect of such a system is that the target FER 1) rrequency re-use is common in cellular networks which
is typically f|_xed to_a low value €.9.1% in 1)_(E\_/'DO)' In_ causes inter-cell/sector interference. Minimization of
order to achieve this low FER, data transmissions require a ¢ .onsmission power reduces interference resulting in

reasonably large amount of power, especially at high data improved network capacity.

rates (depending on channel conditions). One of the mainz) In future OEDM networks such as WIMAX networks
reasons the target FER is chosen to be low, is because TCP, transmission power is divided across multiple users

the dominant transport protocol is known to require extigme scheduled in each slot. Reduction of required per-user
low packet error rates for good performance [3].

. Hovyever_, aswe show in this paper, the elastic nature of TCRyye consider TCP NewReno in this paper as it is the most widedu

in conjunctionwith network configurations commonly adoptedersion of TCP in the Internet.

I. INTRODUCTION



power increases the network capacity by allowing more Identification of a single set ofptimal link-layer param-
users to be scheduled (or fewer at higher rates). eters to maximize TCP throughput has been carried out in

There is a large body of work directly related to optiMany past studies. References [13] and [14] showed that
mization of the target FER as a function of TCP behavidpere exists a coding rate that maximizes TCP throughput.
(see Section Il for a detailed comparison). However, moS@ccelliet al. [15] conducted a similar study but with respect
of these studies aim at improving TCP throughput rath& determining the optimal CDMA processing gain for maxi-
than studying the impact of power, and also do consider tAdZing TCP throughput. See also [16] and [17], [18] for other
impact of a buffer or a variable channel.. The closest work f{oss-layer optimization techniques proposed to improue T
spirit to ours is [4] which also studies the problem of powefhroughput. All these previous studies however considered
optimization with respect to TCP and proposes a compl&&tiC scenario with only alngleop_t|mal conflgura'uontha.t ig-
dynamic programming based solution. However, they also 88red buffer and channel dynamics. Barneral. [19] studied

not consider the impact of the buffer. Our contributions caff€ impact of signal power and ARQ on TCP throughput and
be summarized as follows: the associated trade-off. However, they also considergdaon

. Static scenario and a single instance of parameters.

1) We propose: a TCP-aware power control .mechamsmAdaptive target FER computation on the fly has been studied
that exploits the presence of large buffers in wireless L )
. . in [14] and [20] via simulations. In both cases, however, the

networks to improvegower efficiency.

. . . ﬁcheduler behavior was agnostic to TGRte and did not
2) We develop simple models to illustrate the impact o : :
Incorporate impact of a buffer or variable channel rates.

the buﬁer on TCP thrqgghput, and how it affects the The closest related work is that of Singh al. [4], where
required target FER. Utilizing these models, we compoge

simple local heuristics to control the trade-off between e authors studied optimization of transmission power to

application throughput and the transmission power. V&naximi.ze TCP throughput. They explicitly cpnsidered TcP
study this relation in detail utilizing a simple numer_aeynamms in the selection of the transmission power level

ical model and consequently providede-off curves and formulated a complex optimization program to identify

between reauired power and TCP throuahout the necessary power fasach TCP state, and studied the
q P gnput. related power-throughput trade-off. We share a similarl goa

3) Finally, we evaluate the impact of these policies usin

ns-2 simulations. The evaluation is carried out with‘%"d although we provide simple local heuristics, we take int

) @ccount the impact of buffer and a Markovian channel, which
actual channel traces collected from a commercial 1XEV-

. . was not considered in [4].
DO wireless network under single-user as well as multi- [4]

user and multi-cell scenarios.

The remainder of the work is organized as follows. Sec- I1l. TCP-AWARE POWER ADAPTATION
tion Il compares this work with existing related work. Sec- This section outlines our overall approach to improving
tion Il illustrates how power affects instantaneous thyloput power efficiency of TCP transmission over a wireless channel

in the presence of a buffer and channel fluctuations usi@r metric for TCP performance in this work Isng-term
simple models. This serves as the basis for our TCP-awareP throughput as observed in long lived sessions, where
power adaptation mechanisms and a number of heuristiag dominant TCP state is that of congestion-avoidancerath
in Section V. A detailed evaluation of the impact of outhan slow-start. For ease of exposition, we shall first begin
power adaptation policies on power efficiency and throughpwith the case when the channel is assumed to be static (or
is presented in Section V. Future directions are outlined #lowly varying). This allows us to highlight, using simple
Section VI. models, how changing transmission power directly impacts
TCP throughput. Later, in Section IV, we shall use these
results to develop algorithms for the more realistic sciesar
with wireless channel variations.

There is extensive literature related to optimization ofPTC In wireless networks, packet loss is directly affected by th
performance on wireless channels. One class of work, whithnsmission power at the base station. Round trip timehen t
could be termedCP enhancemeneither introduces end-to- other hand, is indirectly affected by the transmission pduwe
end TCP modifications osplit the TCP connection with the controlling the wireless channel transmission rate. It &lw
help of an intelligent agent. A few examples of the former aknown that both packet losses and round trip time adversely
TCP Westwood [5], TCP-Freeze [6] and the Eifel timer [7]affect TCP performance. However, TCP is far more sensitive
Examples of the latter are Snoop [8] and the ACK [9] antb packet losses than round trip time [3]. Consequently, the
Window regulator [10]. Detailed survey of such techniques primary impact of transmission power on TCP is through
presented in [11] and [12]. the packet-error rate achieved on the channel. Therefare, o

The approach presented in this work idirk-layer opti- approach is one that characterizes the impact of transmissi
mization approach that adapts the RF layer to TCP dynamjaswer on TCP performance through the channel packet error
rather than the other way around. In this view, our work isate, and utilizes it to provide insights into how power sas
closer in philosophy to previous literature that optimitie& can be achieved without sacrificing throughput.
layer parameters like Forward Error Correction (FEC) and Ideally, in order to achieve this objective, we should abtai
Automatic Repeat reQuest (ARQ) to improve TCP. relation between the instantaneous transmission powethand

Il. RELATED WORK



\ that the instantaneous packet error probability can be tedde
é - as an inhomogeneous Poisson process with gat€[t] [22].
The discretizecchangein throughput AY) from (say) slott

= to ¢t + 1 can be computed as:
. é\ﬂ AY = —pe[t]X [t]ATX—[t] (- pgXHATYEL ()

Server 2 d2 '
Fig. 1. Downlink of a cellular system with per-user bufferiat the base The, first .part of Eqn. (1) captgrgs the Impact of a packet
station. error, in which case, TCP transmission rate drops by hatf, an

. o ) the latter part captures the growth in TCP rate by amount
TCP throughputi(e., the objectivecost functiofh. One could AT/d?, when there is no packet eroiFor small values of

then pick a policy, which maximizes the latter. Howevertpas\7 tne latter term is quite small due to th&7 term, in

rgsearch has demonstrate_d that_ obtaining analytical Xprghe with the assertion that for empty queues, throughput is
sions for TCP throughput in a wireless network such as thgssonably insensitive tsmall changes in round trip times.

one considered in this paper is quite intractable, evemmplei  yence. we focus on the first term for the purpose of evaluating
scenariosg.g.,a single TCP session. Furthermore, the primagy,e impact of the transmission power.

objective of this paper is to obtain an empirical undersitagd Differentiating the first term in Eqn. (1) with respect to
of how power affects TCP throughput rather than developiggsmission poweP]t], we obtain:
a detailed model of TCP throughput. Towards this end, we

focus on docal objective, namely thenstantaneous change in 0AY _ _f/(p{ﬂ)XM? AT . 2)
TCP throughput and devise simple intuitive analytical msde oPlt] 2
that, albeit involving simplistic assumptions about thed®gor | order to better explain the role of Eqn. (2), it is illugive

of the system, nevertheless capture the main aspects of hgvanalyze its behavior with the help of an example function
transmission power affects TCP. Utilizing insight from dke for f(P). For example, foM-ary shift keying and an AWGN
models, we then devise policies that improve power utilirat channel, the error probability and transmission power are
in realistic network scenarios. approximately related ag. ~ e~°F°, where a is some
constant depending on the modulation scheme. Plugging this

A. System Model function in Egn. (2), we obtain:

We focus on the wireless downlink of a single user in a IAY )
cell, involved in a long-lived TCP sessior.§.,a large file 9P aP[tle” P X [1]2AT . 3)
download). Fig.1 illustrates pertinent features of thetays
The base station possesses a large per-user buffer ofzsize Clearly, as also indicated by the above equation, throughpu
to enqueue packets for transmission, and the wireless eharip always going to be a non-decreasing function of power.
capacity is assumed to & packets per second. The roundVhat we wish to explore isi regime of diminishing returns,
trip propagation delay between the server and user is dénogerein substantial increase in power yields marginal ezse
by d and the round trip time (including queuing delay) By in throughput Eqgn. (3) indicates that for a given TCP trans-
The downlink operates in a time slotted fashion, where eaBkssion rateX [t], the changein TCP throughput is initially
time slot is AT seconds. In each time slot, the base statigero for small values of poweP. This is because for all
transmits data to the user at an appropriate power level. low values of powerP, p. ~ 1 and hence, TCP will almost

We focus on the evolution of system throughput in a singfrely experience a channel error resulting\itl = —X[¢]/2
time slot. For tractability, we assume the absence of tinms;o and hence2Y. — 0. As the power increases, the gain
buffer overflow losses, and feedback delay, aspects which ethroughput increases due to reduction of channel error.
shall address in Section IV and V. L&t[t], X[t], andQ[¢] However for large values of power, tee " term dominates
denote the instantaneous application throughput, TCPisgndand the gain in throughput once again falls rapidly with
rate and queue length at the base station, respectiveiynén tincreasing power, which is the desired regime of diminighin
slott. Let W[t] denote the TCP window sizéd., outstanding returns. It suggests an intuitive method to characterize th
packets) at time. Finally, and most importantly, we define thefrade-off between the TCP throughput and transmission powe
packet error rate,[t] to be related to the transmission poweBpecifically, one could choose thergestpower such that
P[t] asp.[t] = f(P[t]), wheref is a monotonically decreasing OAY
function. —p =7 (4)

where,~ is a parameter that indicates the gain in throughput
B. TCP Aware Power Adaptation as a function of power. Note that the relationship in Eqn. (3)
We now analyze the impact of the transmission powgt also takes into account the current TCP transmissionXate
on theinstantaneoushroughput. First consider the case whefpecifically, for larger values of TCP rates[t], it takes a
the queue is not occupiede., Q[t] = 0. In such a case, the larger value of poweP before the gain starts to fall below
instantaneous throughp}ﬂ[t] Is simply the TCP transmission ’Note that we have ignored a third term accounting for bothkelloss
rateX[t]- We utilize the fluid model for TCP [21]* wherein theand rate increase in the same slot. This is reasonable sinceotireff event
TCP transmission rate is given B§[t] = Wt]/d, and assume dominates anyway.



Next, let us look at the case when the queue is occupied]n passing we note that the impact of transmission power on
i.e., Q[t] > 0. In this case, the instantaneous throughpuios TCP throughput, captured in Eqn. (7) represents a simplified
the TCP transmission raf€[t], but rather the channel capacitymodel of TCP dynamics where we have ignored time-outs,

C. The TCP transmission rate is given by: congestion losses and feedback delay. It however provides
Wi C-d+ Q[ useful initial guidelines which we shall extend in the next
X[t] = = section to develop power-adaptive algorithms that alsoessd

R[] R[]

where R[t] = d + Q]t]/C (ignoring feedback delay). For
simplicity, we approximate the TCP transmission rate as
Xt] = WT[”, i.e.,we ignore the queuing delay. The impact of

these issues.

IV. POWERADAPTATION ALGORITHMS

the queue is however captured in the numer&tgr]. With The previous section outlined key characteristics of a powe

this approximation, the change in throughput across a tiradaptation policy when transmitting TCP packets over acstat

slot can be written as: wireless channel. Specifically, in the absence of a backlog,
X[t] one must minimize packet losses. However as the backlog

—Pe[t] X [JAT max(0, € — —=) + (1 = pe[t]X[]AT) - 0 increases, one can be conservative in the usage of power.
We now incorporate the fact that in commercial cellular
AY = —p[t] X [{] AT max (0, W) (5) systems, the channel rate and conditions are actdgtyamic
2 With minor differences, the downlink channel in modern
We bring to attention the impact of a buffer in Eqn. (5) agellular networks €.g.,[1] and [2]) operates in the following
compared to Eqn. (1). In Eqgn. (1), a channel erabvays fashion. In a pre-specified portion of each time-slot, theeba
results in significant drop in throughput (half). Howevertfie  station transmits gilot signal at maximum possible power
backlogged case, if there is a channel error, which is ceptusay P,,,.). Each device associated with that station measures
by the first term, then the drop in throughput is no longehe SINR of the received pilot and reports it back [2], or
X[t]/2, but rather a function of the channel capacity and thequests the highest data rate, called DRC (Data Rate @Gpntro
queue backlog. In other words, the largé€ft] is, the smaller that can be supported at power leve),,. for a pre-specified
the impact of a channel error on the throughput. At the exérerandfixedtarget FER. For example, 1XEV-DO can suppbtt
point, if X[t] > 2C or Q[t] > C - d, i.e., the window size is distinct data rates. In the context of our work, we assume a
more than twice the bandwidth delay product, then a chanfgéchanism similar to the formere., one, where each device
error, which reduces TCP window by half, does not impagéports the SINR, and the base station decides the rate. In
instantaneous throughput since the buffer remains bagklbg typical cellular networks, once a rate has been selected, th
till TCP completely recovers from the loss. base-station transmits to the user at the requested DRC(s)
Similarly, if there is no channel error, then the throughpuyith maximum powerP,,... We shall refer to this policy as
stays atC', i.e., there is no change, which is captured by thghe baselinepower policy. Our aim is to precisely reduce the

latter term? amount of transmission power in a time slot with minimal

Differentiating the above expression with respectitoas change in throughput.
before, we obtain: A detailed characterization of the 1xEV-DO channel is
OAY X|[t] carried out in [23], which shows that for mobile devices the

5P = —f(P)X|[t] - max(0,C —

Eqn. (6) captures the impact of the buffer on the amount
required power. As the queue fills up, the potential loss
throughput becomes less critical, till a point wh&iit] > 2C,
at which point a drop in TCP transmission rate has no imp
on achieved throughput (since the queue remains occup
during the entire recovery period).

Eqgn. (2) and Eqgn. (6) can be combined as:

NG

T)' (6) selected DRC can change every few milli-seconds due to
quid change in channel conditions. Since typical roungl tri
fimes for any connection are of the order of tens of milli-
seconds, this can result in large asymmetries betweenesourc
a%et\nding rate and the channel capacity. In order to absorb
h fluctuations, operators usually deploy large bufférs a

ase stations, which is one of the key elements we exploit to
improve power efficiency. The size of the buffers is typigall
set to be larger than typical TCP maximum window size

92— (P)X[f] - max(0, min(X[t], C) — X_[t]). (7 (64 KB) and h(_enc_e (_:onge_stion Iosse_s are minimal in such

oP 2 networks [23], justifying this assumption in Section Illo T
Egn. (7) in conjunction with Eqn. (4) provides a usefuccount for variability in channel conditions, we propoie t
template for a TCP-aware power policy. Such a policy wouli@llowing approaches.
choose a threshold level that reflects the desired trade-off
between power efficiency and throughput. Then, in each s!&)t
we monitor the TCP transmission rafé[t] (or queue state) *
and utilize Eqgn. (7) to select the power that satisfies Egn. (4 This approach is essentially a direct extension of thecstati
scenario discussed in the previous section, with the @iffee

Swe note that the above expression does not account for dimyéssses that the channel capacity is continuously approximatedavia
due to a finite buffer. Since power control does not affectgestion losses, . . . .
we do not consider them. However in later sections, our &inalymodel moving average)f the instantaneous channel capacity. SpECIf-
explicitly accounts for congestion losses. ically, let C[¢t] represent the instantaneous channel rate in slot

Moving Average Algorithm



t. Then, in each slot, the power adaptation algorithm works agggests that there is no incentive to increase transmissio
follows: power when the backlog exceeds the bandwidth-delay product
1) The moving average estimaféis computed as follows: (X [t] > 2Cp). However, in a transitiosy — S, the increased
channel rate in statg; may result inX[¢] < C1, in which case
C—pCl+(1-p)C. ®)  the drop in throughput would be appreciable. Intuitivehjst
2) The TCP sending rat&[t] is monitored at the base-calls for alook-aheadpolicy which determines power based
station. on current and future events. This effect is captured by the

3) Finally, we use Egn. (7) and the computed avera§&cond term in the following throughput evolution equation
channel rate”, along with a pre-specified threshold AY = —p.Jt]X []AT max(0, Cy — X[t]/2)+
to compute the desired power level. AT n(X[t], C1) — Co) (10)
As the channel fluctuates, by controlling the moving average (1= pe{IX AT )pos (min(X[t], €1) = Co) -
window factor3, one can control how rapidl§’ reflectsC|[t]. Differentiating with respect td?, we obtain:
For example, whers = 1, C' equals toC[t]. Clearly a major OAY X[1]
benefit of such an approach is the simplicity and the factithat aP = —f'(P[t]) X [t]AT - max(0,Co — T)_
requires na priori knowledge of channel statistics. However, , )
one must tune the factgs appropriately. In Section V, we poLf (PN XJAT - (min(X[t], C1) — Co) - (11)
show that an implementation in which = 1, and one with Egn. (9) and Egn. (11) can be combined as
8 = 0.01 have distinct performance.

gﬁ% = —f'(P[t]) X [t]AT max(0, min(X[t], Cp) — XT[t])—
B. Markovian Channel State Transition Algorithm [t] - e -5
An alternate approach to extend our power adaptation f(P[t]) X [t] AT po1 (min(X[t], C1) — min(X[t], 0()])2)

algorithm to a variable channel is through knowledge of
channel statistics. As explained above, in commerciatlzell ~ Utilizing similar arguments for the alternate transitiép —
networks, the channel is assignediiacrete rateor state in So, We obtain that,
each time slot. We assume that the channel state process is

_ ot. v that OAY , X|t]
Markovian (justified by studies in [23]) and that we have m = —f(P[t])X[t] - max(0,C1 — T)_
knowledge of the channel state transition probabilitiesdér ,
such a framework, one can then design a power policy prof (PI)XTAT - (Co — C1). (13)
cognizant of future channel states, which we explain in more Again, both the queuing and non-queuing scenarios can be

detail next. summarized into a single equation:
For purposes of simplicity, let us consider a channel thataAY X[
switches between just two channel statgis and S;. Let F[t] = —f/(P[t])X[t] - max(0, min(X[t], C;) — T)_

Cy(C1) and Ro(R;) denote channel rate and round trip time
in stateSy(S;). We assume that < C;. Let p;; denote the Piof (Pt X[HJAT - (min(X[t], Co) — min(X[t], C1)).
transition probability from state to ;. (14)

We begin with the first type of transitiofi, — 5. If the We can now easily generalize the rate-power relationship to
queue is empty, then the channel transition results in alsm@k case when we have anstate channel. Let denote the
increase in throughput due to reduction in transmissioaydel :hannel state in the slot of interest apg the probability of

which in turn reduces round trip time. Approximating thg ansition to channej. We can then write:

change in throughput with a fluid equation, wherein only one
g ghp q y DAY X[t

event, either packet lossr a channel state transition occurs, = —f'(P[t]) X[t]AT - max(0, min(X[t], C;) — —=2)—
which is a reasonable assumption for very small time dunatioOP[t] 2
(such as a slot in 1XEV-DO networks), we obtain: Zpijf/(P[t])X[t]AT' (min(X[t], C;) — min(X[t], C;)).
Xt AT J
AY = —p, [t]X[t]AT% + (1= pe [t]X[t]AT)POO?-F (15)
0
AT The Markovian Channel State Transition based algorithm
(1 _pe[t]X[t]AT)me_%' ©) works in a very similar fashion to our previous proposals,

. . ) i with the exception of utilizing Egn. (15) in each slot to dzi
As before, ignoring the small&y(AT") propagation delay e ransmit power as a function of the current channel state
terms and differentiating with respect £ we obtain the same C[t] and the TCP state|{]

expression as Eqn. (2), and hence a similar throughput4pow
relationship applies. ]

The more interesting case is when the queue is occupiéd. Threshold Based Algorithm
Again, we incorporate the impact of queue by approximating Both the Moving Average and Markov Channel State Tran-
the TCP rate asX[t] = W]t]/d = (CoRo + Q]t])/d. sition algorithms rely on knowledge of tHeCP stateX|t] as
Recall that in the static channel case, the drop in throughpeell as propagation delajin order to compute transmit power
diminishes as the queue backlog becomes bigger, and Eqn.if6each slot. In particular, they require monitoring of both



the queue siz&)[t] as well as the TCP outstanding windowat maximum power for one round trip time to avoid multiple

Although this is practically possible, Eqn. (7) also motids drops. This approach was found to successfully eliminate sp

a very simple alternative that we define as a threshold-basailis time-outs. We next evaluate all three proposed paslici

heuristic. in Section V on actual traces collected from a commercial
The key insight we derive from Egn. (1) and Egn. (5) is tha@txEV-DO network.

when there is no buffer backlog, TCP is extremely sensitive t

channel errors. However, as the backlog grows, TCP seifgitiv

to channel errors reduces. We incorporate this approach byl_ ) o )
devising a simple single threshold based approach thatsvork ' NiS Séction is devoted to exploring the performance of

as follows. The heuristic takes as input a pre-defined backif'e Power-adaptation algorithms proposed in Section IV. We
threshold T first present a simple fluid equation based numerical model

In each slot. assume that the base station makdsageline that illustrates the nature of the power-throughput trafie-
decision of transmitting at a rat@[t] chosen based on relationship for TCP and also serves as a fast computational
achieving a target FER at maximum power,,... Denote tool for rough estimation purposes. This is followed by a
the effectiveachievedFER with powerP,,., asF.. Note that detailed ns-2 based evaluation of the schemes in several
the effective achieved FER, for a selected rate is usuallySC€narios using a custom 1xEV-DO module that is fed with
less than the target FER, i.e., F, < F, because of discrete Wireless traces.
rate levels.

The Threshold based policy then modifies the baselipe Numerical Evaluation with a Fluid Model
policy decisions to chose transmission r&ét] and FERF”

V. PERFORMANCEEVALUATION

so as to improve power efficiency in the following fashion: The main mot?vation behind deyeloping a simple numerical
1) If Q < T, use thebaselinedecision model is to provide a fast_ apprquatg method (as oppo_sed to
2) I Q N T’ reduce power as much .as possible such t a detal!ed event-based glmulat|on) with the dual objeative
new FEF\” < |ﬁhstrat|ng the characteristics of the power-throughpatie-

i i ) ) off as a function of the parameter(see Eqn. (4)) as well as
The explanation for the above actions is straightforward. éllowing a quick approximation of a desirable range-ofo

the queue length is zero, then as shown in Egn. (1) TCP is V%Q/plore with more exhaustive simulations.

_sensmve to channel errors. Hencg, n order_ tc_) avoid r_edmuct The model is essentially a discrete event, trace drivenfset o
n throyghput, the heuristic retains the or|g_|nal deciston itterential equations that takes as input, in each sletIMNR
trans.rt?llt at mammgm EOWGL' S|Eced|t_prOV|des theb lolll‘lle%tnd channel rate from a wireless trace and then computes TCP
possible FER F.). On the other hand if the queue bac O%tate variables based on Eqgn. (15), while taking into actoun

is greater tha_rﬂ“, the policy degides that TCP can tOkf:'rat%hannel loss and buffer dynamics. We explain the model in
errors, as motivated by our previous analysis. Consequeéntl ¢, \hor detail below and then use it to study the system in
reduces power to match tharget FER F' (as opposed to the question

effective FERF, vyhi(?h is usually much smaller). . . 1) TCP Fluid Model:We assume the TCP version to be New
Hence, by monitoring only the queue length, the policy tri eno, wherein multiple packet losses in a round-trip tine ar
to approximate the desired behavior of a TCP-aware poli(ﬁ/ '

A : . eated as a single loss event, resulting in only one realucti
V\flh'le ﬁ'mp“f_'ty 1 _tthe key fei_at_ure tOf “;1'5 polllca/, the qlr o in the sending rate. The model tracks the evolution of TCP
ot such a policy 1S 1S agnosticism 1o channe’ dynamics. Ce, o g jissjon rateX [¢] and the queue siz@[t] in each slott
it does not account for fluctuations in the channel bandwid

hich der backloa-based decisi . X follows.
which can render backlog-based decisions inaccurate. Let L[t] denote the probability of having a loss event due

Before moving on to evaluation of the algorithms, a not{e _ A
. ; - S : 0 channel errors in time sldt Then, L[¢] is given by
is in order regarding their implementation in practice, eesp

cially with respect to time-outs. A common feature across L[t] =1 — (1 _pe[t])x[ﬂAT = pe[t] X [t]AT + o(AT?),

all the algorithms is that of local instantaneous decisions

Specifically, all algorithms monitor theurrent stateand then Wherep[t] is the packet loss probability in time slothow to
choose power-levels to achieve a certain target. In peacti€omputep,[t] is explained later). Consequently, the expected
if the backlog is sufficiently high, this can result in severghange in TCP sending rate due to transmission losses in time
consecutive packet losses, since the schemes would consfiet ¢ is given by — 3. [t] X[] AT

TCP throughput to be insensitive to errors as long as thel€t Q[t] denote the queue length at the base station in time
large backlog persists. While TCP New Reno (the versigiot t. Then the instantaneous round trip time (including queu-
assumed in this work) reduces rate only once in a round i} delay) denoted byz[t] is given by R[t] = d + Q[t]/Ct],
even with multiple packet losses, a more problematic agpectvhere.d is the propagation delay, add{t] = C; if the channel

the time-out mechanism which can get triggered quite easify in state:. We note that in our model, all quantities are
due to several losses from a backlogged buffer. Indeed, GPressed in units of packet and second.

preliminary evaluation of our algorithms we observed tiis t With respect to the queue dynamics, three regimes of
be the main aspect in performance degradation. To circumveReration are possible:

this we include an additional rule. If the power policy résul (i) 0 < Q[t] < B

in a packet drop, we revert to the baseline transmit scheme In this case, TCP is coupled to the channel process



through transmission losses. The following equations i 109
describe TCP and buffer dynamics:
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In this case, buffer is empty and remains empty until
TCP sending rate becomes greater than the channel
rate. The following equations describe TCP and buff@lig. 2. Impact ofy on power-throughput trade-off.
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dynamics: _ _
. an example. LetX and P denote the sample average TCP
{Q[t] =(X[t]-cu’t, throughput and average power consumption at the baserstatio
X[t = ﬁ B %pe[t]XQ[t] _ Define TCP throughput ratio as follows:
(i) Q[t] =B TCP throughput ratie= X adaptive 100
In this case, TCP faces a congestion loss due to buffer X Bascline
overflow. Buffer remains full untii TCP sending rateThepower consumption ratiss defined similarly. Théaseline
drops below the channel rate. Singt] = B, it Schemereflects the power control mechanism implemented
follows that X [t] > C[t]. TCP and buffer dynamics arein 1XEV-DO networks, wherein the base station transmits at
described as follows: maximum powein every time slot, regardless of TCP or the

. _ wireless channel condition. For a normalized maximum power
Q[ = (X[t] - Clt]) of 1 unit, the power consumption of the baseline scheme over

X[t] = -3X1]. T time slots is simplyT'.

) ) Figs. 2(a) and 2(b) show the trade-off between TCP through-

In the above equations, we have used the notaion = ¢ and transmit power with respect fowith the Markovian
max{z,0}, and (z)”~ = min{z,0}. These equations can bechannel Transitioralgorithm (Section IV-B). Further details
solved numerically to comput& [¢] and Q[t]. of the set-up are provided in Section V-B.

We start at the initial stat¢X[0] = 0,Q[0] = 0), and |t js opserved that by intelligently adapting transmission
provide as inputs, a _trace file that lists tr_le observed glNBower with respect to TCP dynamics, significant power sav-
and channel rate assigned by the system in eachi sistwell 45 can be achieved without sacrificing TCP throughput.
as amapping table, which for each channel rate, provideso; instance, aty = 0, the adaptive scheme results in

the FER versus power curved, p. = f(P) relation). The 159 reduction in transmit power while achieving the same
numerical evaluation proceeds as follows. throughput as the baseline.

In each slott, we record the assigned channel rat§f].  \hat this shows is that essentially can be used as a
Assuming a specific power-policy and value of the poweggnirol knob to trade off TCP throughput for transmit power.
throughput trade-off parameter we computg. [¢] as follows.  |nterestingly, the results obtained from the analyticaldelo
Utilizing the mapping table for the specific channel rate, Watch closely with those obtained froms-2 simulations
look up the smallest SINR, whose associated FER yieldsygesented in next section. However, the model is signifigant

packet error rate, [t] that satisfies Eqn. (4). More specificallyfysier thanns-2 and can be used conveniently to choose a
for each SINR’s associated FER, the packet error probyabilBroper throughput-power trade-off.

pe[t] is computed as:

pelt] =1 — (1 — FER[])/ 77, B. Simulation Setup

where, M is the TCP packet size arid] is the radio frame We next describe details of the setup utilized for a com-

size. We then plug.[t] into the appropriate power-adaptatiorPrehenSIVe study of algor.|thms “t."'z'”g realistic SVS“’“T .

. . o o rameters. For our evaluation, we implement a system similar
policy equations€.g.,Eqn. (15)) to determine if it satisfies thetO the current 1xEV-DO svstem with the proposed power-
threshold. The SINR is continually reduced till the thregho y prop b

o o . . control schemes. The system consists of a FTP server, one
is violated. A loss event is simulated with probabilftyt] and . :

: S . . or more base stations, and one or more mobile nodes attached
the above equation system is utilized to iteratively updafd

and Q[{]. to each base station, all perfor_ming large file downloadmfro_
Il'lr%e FTP server through the wireless network. The rognd trip

8Hopagat|on delay between the server and any mobile node
was set tol00 milli-seconds and the buffer size at each base
station was set td0 packets (each packet was00 bytes).
\{Ke consider a single-cell, single-user scenario first vedd
|oy a multi-cell, multi-user scenario.

“4Recall that the observed SINR is computed using a pilot sigaasmitted We emulate the 1xEV-DO wireless channel using traces
at maximumpower P,z Hence, this represents the highest possible SINROllected from a commercial 1XEV-DO cellular network. Each

It is worth mentioning that we have considered more deta
such as fast recovery and time-outs in our model evaluati
but such details are omitted for the sake of clarity.

2) Throughput-Power Trade-offMe now demonstrate how the
above model can be utilized to study the system behavior wi



trace is essentially a time-series that lists the obser¥BRS  For each power-control scheme, the metrics we are inter-
computed using the pilot signal. In addition, we also oledin ested in are the throughput as well as power utilirgdtive

a mapping table that provides the FER versus power curve forthe baseline schem®(0.01).

each of the 12 channel transmission rates (DRCs) supported

by the 1xEV-DO standard. D. Wireless Channel Characteristics

We consider both single-cell and multi-cell scenarios. In v gyaiuated our algorithms on three traces collected on a
the single-cell scenario, we assume that the neighborisg b3, mercial 1xEV-DO network. Al three traces were collecte
§tati0ns have no power qontrol and alwayg transmit at may; 5 laptop attached to a 1XEV-DO data card during a single
imum power. Therefore, in each slot, the interference ffOf}je test on a major Interstate Highway traveling around
neighboring cells remains constant and the amount of powey mph, during which the instantaneous SINR computed by
reduction at the reference BS results directly in SINR clangy o qevice in each time-slot was logged. The length of each
for mobiles in the cell. In the multi-cell scenario, we assum,,.« was 110 seconds long, translating into ab&AI600
all cells have dgployed the Same power cont_rol scheme. g5 (each slot i4.67 milli-second in 1XEV-DO). Since the

The system is simulated usings-2 We t_’u'lfj an IXEV- yaces were collected in a high mobility environment, they
DO module which takes packets from a link's transmissiofupipit significant variability in channel conditions as s
buffer and send them as dictated by the 1xEV-DO schedulely,ciated channel rates (computed with a defadltoFER).
and we implemented the power control schemes in the 1XEip e | presents these metrics for all the three traces. e h
DO module. Therefore, we perform each simulation run fQf5nne| variability is highlighted in the last column which
110 seconds and ignore the first 10 seconds. In each scengi; he average time spent in any state. Typically tréomst

we perform the simulation 10 times with different seeds ang channel rate occurred evesymilli-seconds which is very

then calculate the average. The results are presented in SUBiy compared to round trip times which are usually of the
section V-E for the single cell scenario and in subsectiof V-

_ i order of tens of milli-seconds.
for the multiple-cell scenario.

TABLE |
CHARACTERISTICS OFWIRELESSTRACES

C. Power Control Schemes

. . Trace No. | Avg. SINR (dB) | Avg. Sojourn Time (ms)
We implement and evaluate the following power control 1 8.86 3.37

schemes: 2 7.61 3.6
The Baseline Scheme R(z)): This simulates current 8 L 3.07
1XEV-DO systems in which a BS always transmits at full
power. In each slot, given a mobile’s SINR, the system sglect
the highest rate that satisfies a pre-specified target FER. Eo Single User Evaluation via ns-2
example, in a slot, a mobile can be assigned to any of thejn this subsection, we present simulation results frasa
following rates with corresponding FERs: 2.4Mbps (FER 2 for the single cell-single user scenario. We first evaluate
0.5), 1.8Mbps (FER = 0.005), and 1.2 Mbps (FER = 0). If thBow a single TCP session performs on a wireless channel
target FER is 0.01, then the system will assign rate 1.8Mb@thout any power control schemes. Table Il summarizes the
to the mobile. We choose four specific target FERs (0, 0.0Q%haracteristics of the three traces in terms of averagenetan
0.01, and 01) We call it the Baseline scheme with the targge and averageffectiveFER given each target FER. We
FER z, or B(z). We assume target FER to be 0.01 becaug®serve that the average effective FER is several magmsitude
it is commonly used in practice. We later compare the powRjwer than the target FER.
adaption schemes tB8(0.01) in terms of throughput ratio and  Wwe use all three traces with four target FER levels. Figure 3
power consumption ratio. compares TCP throughput and system power consumption in
Moving Average Algorithm (MAV): As explained in Sec- each (trace, target FER) combination. Note that in each slot
tion IV-A, MAV approximates the channel capacity base¢he BS transmits to the mobile with full power. Therefores th
on an exponentially weighted moving average. We set th@wer consumption is determined by the number of slots in
weighting parameteft = 0.01. which the BS is transmitting. BS will not transmit to the MS
Instantaneous Channel Rate(INS): In INS, the system if and only if 1) there is no data for MS (MS has a small
evaluates the cost function (Eqn. (7)) utilizing only thetan- TCP window), or 2) channel rate is zero for MS (MS has a
taneouschannel capacity and selects tlwsvestpower level very low SINR). We assume the amount of power consumed
that satisfies%A—Y < ~. We note that INS is essentially ain one slot is 1 unit. There are 59980 slots in each simulation
special case ofPMAV withg = 1. Hence, the maximum amount of power consumption would be
Markovian Channel Transition Algorithm (MCT): This 59980 units. We notice that when the target FER is 0, 0.001,
algorithm was presented in Section IV-B and utilizes ther 0.01, both TCP throughput and power consumption are
Markovian nature of the channel to predict future states Tkimilar. However, with target FER= 0.1, both TCP throughput
transition matrix werea priori computed for all wireless and power consumption are lower because TCP times out
traces. frequently and the channel cannot be fully utilized.
Threshold-based Schemé€THR): This scheme is described We next simulate the proposed power adaptation schemes.
in Section IV-C and we simulate it with a threshdlt= 5. We useB(0.01) (the Baseline scheme with target FER = 0.01)




TABLE I
AVERAGE CHANNEL RATE (MBPS) AND EFFECTIVEFERFOR THREE
TRACES, WITH DIFFERENT TARGETFERS.

Trace Average channel rate in Mbps (Average effective FER)
No. 0 0.001 0.01 0.1
1 1.665 (0) | 1.718 (.00004)| 1.836 (.0006)| 1.911 (.008)
2 1.175 (0) | 1.226 (.00005)| 1.296 (.0005)| 1.353 (.007)
3 1.202 (0) | 1.276 (.00005)| 1.367 (.0006)| 1.436 (.009)

throughput ratio (%)

(a) Throughput (b) Power
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Fig. 4. Single-cell scenario: performance of differentestles for Trace 1.

=
=)
@

thruput (bps)
power (unit)
=

w

@ N
S o

@
S

o N & o
ok N
@
S

2
trace trace

throughput ratio (%)
power ratio (%)
w A
S

Ay mm e O siiiriii o
(@) Throughput (b) Power — s O )
20 -8 MAV O -8-MAV
. . . . . -8-INS 101-0-INS
Fig. 3.  Single-cell scenario: performance of the baselinkese with olver 2 v Y
dlfferent target FERS 0 0.001 v 0.01 0.1 0 0.001 v 0.01 0.1
(a) Throughput (b) Power

as the baseline for comparison and compute the throughBiGt 5. Single-cell scenario: performance of differentesoles for Trace 2.
and power consumption relative to those B{0.01). The

results are plotted in Figs. 4 and 5 for Trace 1 and TraC(tet hed to th b i d scheduled bv th
2, respectively, with varyingy values in the power-controlal ached fo he same base sfation and scheduled by the

schemes. We omit results from Trace 3 because they Ifé)pqrtional Fair algor?thm [10]. The rgsults are similar to
similar. From the figures, throughput is maximizedyat 0 the single-user scenario and hence omitted.

for the power-control schemes. Hence we focus on the per-

formance aty = 0. Among the schemes, the naive schemie Multi-User/Multi-Cell Evaluation via ns-2

(INS) has the poorest performance. It can only achieve 50%e consider three base stations that all have deployed a
of the baselmg_ thr.oughput. By taking into cons@e_ratpe Ttertain power adaption algorithm and compare the system-
channel condition in thg very next _SIOt’ the transition-mat wide performance to a baseline case in which all base sttion

based scheme (MCT) significantly improves TCP throughpiyf, utilizing the B(0.01) scheme. In each cell, there aré

(80% of Baseline) over INS while consuming less or similaf, ;e ysers simultaneously performing long FTP downloads
power (0% of Baseline). The scheme using a moving average, ., gs schedules the mobiles in its cell according to the
of channel rate (MAV) also performs wel(% of Baseline p oo rional Fair (PF)algorithm. In each slot, each BS makes
throughput), however it also consumes more power than MGlyecision independently of others and chooses the amount of
(70 —80% of Baseline). Last but not least, the thr.es.hold-bas%%wer (P) based on the power-control scheme for transmitting
scheme (THR), despite its simplicity, achieves similaelesf , 1o mobile selected by the PF algorithm. Then, while trans
throughput and power consumption to MAV and MCT. mitting, the (simulation) system recomputes the interfeee
~ There is no clear winner among MAV, MCT and THR(1) of the scheduled mobiles by averaging the amount of power
in the single-cell scenario. MAV in general provides high&fom neighboring cells (assuming the interference levetmh
throughput but also has higher power consumption than MGj neighboring BS'’s transmitting at full power is 1 unit)dan
or THR. Overall however, across both traces MAV providegerives theactual SINR (10 log(P/I)). This new SINR is used
more robust performance, while THR is attractive for itg, update the effective FER.
simplicity and insensitivity toy. We simulate two casesy = 1 and N = 2. WhenN = 1,

We next look at how each scheme changes the FER, siig& assume the user in célhas the channel condition given by

that is the primary method of power-control. We again focugacei, andi = 1,2, 3. WhenN = 2, we use three additionally
on~ = 0. Recall that forB(0.01), the average FER 18.0006,

0.0005, 0.0006 for three traces, respectively. From Table lIl, TABLE Il
all schemes increases the FER, with INS bemg the mO@ERAGE FRAME ERROR RATE(FER)FOR THREE TRACESPRODUCED BY

aggressive one. That also explains why INS performs worst in DIFFERENT POWER CONTROL SCHEMESAT ~ = 0.
terms of throughput. On the other hand, MAV produces higher

FER than THR and MCT. THR and MCT have similar levels Trace Average FER

of FER and hence similar throughput performance, while MCT No. | THR | MA INS me T

) e : 1 0.0013 | 0.0030 | 0.0089 | 0.0016
is more power-efficient (Figs. 4 and 5). 2 0.0011 | 0.0034 | 0.0072 | 0.0014

We also simulated a multi-user scenario with two users 3 [0.0012] 0.0033 [ 0.0082 | 0.0011
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Fig. 6. Multi-cell scenario: performance of different sotes. (5]
_ ) _ (6]
collected mobile traces (details omitted here) for the othe
mobile users. We present the performance of the algorithnm
(relative to the baseline case where all BS’s are transmitit
full power) whenN = 2 in Fig. 6. Due to space limitations,
we omit the results fromiV = 1 here since they are similar.

Similar to the single-cell scenario (Section V-E), thropgh
is maximized aty = 0 for the power-control schemes. So we[9]
also focus ony = 0. We observe from Fig. 6 that both THR
and MAV achieve slightly better throughput than the bagelin g
case. However, THR consumes much less power (76%) and is
overall better performing. MCT also performs reasonablit wdtll
by achieving throughput ratio abowi8%. MCT and MAV
have similar power requirement at aroustl. [12]

To summarize, we observe that the power-aware contﬁ%]
schemes MAV, MCT and THR can yield significant power-
savings without severely impacting TCP throughput both in4]
single-cell and especially in multiple-cell scenarios hwi
throughput ratio 0f0—100% compared to the Baseline, while1s;
utilizing only 70 — 80% of the Baseline power.

(8]

[16]
VI. CONCLUSIONS

This paper presents a simple proof-of-concept to show tl'mt]
TCP dynamics can be exploited to improve power efficiency
in cellular networks. Specifically, we show that in the prese
of large buffers and variable channels, there exist regim[elg]
where TCP can tolerate packet errors. With the help of simple
analytical models that provide insight into TCP behaviog, w19l
developed power adaptation policies that control framererr
rates, and thus save power without sacrificing TCP throughe)
put. These policies were evaluated through extensise?
simulations on real channel traces using practical mouauat ,,
schemes, and shown to perform quite well in terms of trade-
off between transmission power and throughput. Our models
did not incorporate feedback delay, or sophisticated ancem
complete TCP models. A question for the future would be
as to how/whether their incorporation would further improv(23]
power efficiency.
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